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Abstract
The (2w)! reversible logic circuits of width w, i.e. reversible logic circuits with
w inputs and w outputs, together with the action of cascading, form a group G,
isomorphic to the symmetric group S2w . We define two conjugate subgroups
G1 and G2. Together they partition the group G into 2w−1 + 1 double cosets.
These allow us to decompose an arbitrary member of G into a cascade of three
simpler members. This decomposition is a far relative of the well-known LU
decomposition of a square matrix.

PACS numbers: 02.10.Ab, 02.20.−a, 03.67.Lx, 84.30.Bv

1. Introduction

Reversible computing [1, 2] is useful both in lossless classical computing [3–5] and in quantum
computing [6]. For its study, we consider all reversible logic circuits of width w, i.e. with
w binary inputs A1, A2, . . . , Aw and w binary outputs P1, P2, . . . , Pw; see figure 1. Indeed,
for reversible logic circuits, the number of outputs necessarily equals the number of inputs.
The truth table of such a logic circuit corresponds to a permutation of the 2w input rows
(0, 0, . . . , 0, 0), (0, 0, . . . , 0, 1), . . . , (1, 1, . . . , 1, 1) of the table. An example (with w = 3)
is given in table 1(a). Given a particular reversible circuit (e.g. by explicit supply of such truth
table), the question arises how to implement it into hardware.

Recently, several synthesis methods have been presented in the literature. Van Rentergem
et al [7, 8] have presented a synthesis method based on group theory. Indeed, all (2w)!
permutations of 2w objects form a group with respect to the operation of composition.
Therefore, reversible circuits form a group with respect to the operation of cascading. The
group of all reversible logic circuits with equal width w form a group, which we will denote
by G. It is isomorphic to the symmetric group S2w . Van Rentergem et al consider a subset of
G: they consider all reversible circuits which satisfy P1 = A1. Those form a subgroup G1,
isomorphic to the direct product group S2w−1 × S2w−1 of order (2w−1!)2. This subgroup is a
special case of a Young subgroup. Indeed, any subgroup of the form Sn1 × Sn2 × · · · × Snk
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Figure 1. Arbitrary reversible logic circuit.

Table 1. Truth table of some reversible circuits: (a) arbitrary circuit, (b) linear circuit,
(c) homogeneous linear circuit.

(a) (b) (c)

A1A2A3 P1P2P3 A1A2A3 P1P2P3 A1A2A3 P1P2P3

0 0 0 1 1 1 0 0 0 1 0 0 0 0 0 0 0 0
0 0 1 1 0 1 0 0 1 0 0 0 0 0 1 1 0 0
0 1 0 1 0 0 0 1 0 0 0 1 0 1 0 1 0 1
0 1 1 0 0 0 0 1 1 1 0 1 0 1 1 0 0 1
1 0 0 1 1 0 1 0 0 1 1 1 1 0 0 0 1 1
1 0 1 0 1 0 1 0 1 0 1 1 1 0 1 1 1 1
1 1 0 0 0 1 1 1 0 0 1 0 1 1 0 1 1 0
1 1 1 0 1 1 1 1 1 1 1 0 1 1 1 0 1 1

(where {n1, n2, . . . , nk} forms a partition of n, i.e. where n1 + n2 + · · · + nk = n) is called a
Young subgroup [9] of Sn.

If a is a particular circuit of G and H is some subgroup of G, then the set of products
b1ab2 is called the double coset of a. Here, we allow both b1 and b2 to equal subsequently
all members of H. The double coset of a is denoted by HaH. The double cosets partition the
supergroup G. Indeed, each element of G belongs to one and only one double coset. The
different double cosets of G are not of equal size. The maximal size is h2, where h is the order
of the subgroup H. The minimal size is h. In order to obtain a ‘cheap’ synthesis, as many
circuits as possible should belong to the double coset HiH of the identity gate i. This gate
(also known as the follower) satisfies the rule

P1 = A1

P2 = A2

P3 = A3

· · · · · ·
Pw = Aw.

Unfortunately, the double coset of the identity gate is of size h, i.e. of minimum size,
The number of double cosets in which G is partitioned by its subgroup G1 is 2w−1 + 1.

We label them with the numbers 0, 1, 2, . . . , 2w−1. How can we find out to which of these
double cosets a particular circuit a of G belongs? It suffices to verify in the truth table
how many different inputs 0, A2, A3, . . . , Aw give rise to an output 1, P2, P3, . . . , Pw (and
thus also the number of different inputs 1, A2, A3, . . . , Aw which give rise to an output
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Table 2. Expanded truth table.

A1A2A3 F1F2F3 J1J2J3 P1P2P3

0 0 0 0 0 1 1 0 1 1 1 1
0 0 1 0 1 0 1 1 0 1 0 1
0 1 0 0 1 1 1 1 1 1 0 0
0 1 1 0 0 0 0 0 0 0 0 0
1 0 0 1 0 0 1 0 0 1 1 0
1 0 1 1 0 1 0 0 1 0 1 0
1 1 0 1 1 0 0 1 0 0 0 1
1 1 1 1 1 1 0 1 1 0 1 1

0, P2, P3, . . . , Pw). We can also say that the double coset number equals half the weight
of the function A1 ⊕ P1(A1, A2, A3, . . . , Aw). Here, the weight of a boolean function
f (A1, A2, . . . , Aw) is defined as the number of 1s in its truth table; thus it is an integer
in the range 0 to 2w. Note that, according to this numbering, the double coset G1iG1 has label
0. If G is the group of reversible circuits of width 3, then its 8! = 40 320 elements are spread
over 22 + 1 = 5 double cosets. The circuit of table 1(a) belongs to double coset number 3. We
finally note that 1

2 weight(A1 ⊕ P1) can be interpreted as a distance between the two columns
A1 and P1 of the truth table.

We illustrate the Van Rentergem–De Vos–Storme synthesis method for the circuit of
table 1(a). We add two extra columns to table 1(a), resulting in table 2. The extra columns F
and J are filled in, in five steps:

• first, we fill in F1 = A1 and J1 = P1;
• then, on the rows where F1 = J1 = 0, we give (F2, F3, . . . , Fw) = (J2, J3, . . . , Jw) the

first values in the lexicographic ordering, i.e. (0, 0, . . . , 0) etc;
• then, on the rows where F1 = J1 = 1, we give (F2, F3, . . . , Fw) = (J2, J3, . . . , Jw) the

same first values in the lexicographic ordering;
• then, on the rows where F1 = 0 and J1 = 1, we give (F2, F3, . . . , Fw) = (J2, J3, . . . , Jw)

the remaining values in the lexicographic ordering, ending with (1, 1, . . . , 1);
• finally, on the rows where F1 = 1 and J1 = 0, we give (F2, F3, . . . , Fw) =

(J2, J3, . . . , Jw) the same last values in the lexicographic ordering.

Note that the first step is displayed in bold face in table 2, whereas the second and third steps
are emphasized in italic.

The above procedure yields a decomposition of the logic circuit into three logic circuits,
given in table 3. We see that, automatically, table 3(b) is an (upside-down) simple control gate
(as it fixes all but the first column). Tables 3(a) and (c) both are members of G1 (as they fix
the first column); see figure 2(a).

Simple control gates are reversible circuits which satisfy the following relationship
between outputs and inputs:

P1 = A1

P2 = A2

P3 = A3

· · · = · · ·
Pw−1 = Aw−1

Pw = f (A1, A2, . . . , Aw−1) ⊕ Aw.
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Figure 2. Decomposition of a reversible circuit: (a) an arbitrary reversible circuit with the help
of one subgroup G1, (b) an arbitrary reversible circuit with the help of two conjugate subgroups
G1 and G2, (c) a homogeneous linear reversible circuit with the help of two conjugate subgroups,
(d) an arbitrary reversible circuit with the help of two conjugate subgroups C and D.

Table 3. Decomposed truth table.

(a) (b) (c)

A1A2A3 F1F2F3 F1F2F3 J1J2J3 J1J2J3 P1P2P3

0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 1 0 0 0 1 1 0 1 0 0 1 0 1 0
0 1 0 0 1 1 0 1 0 1 1 0 0 1 0 0 0 1
0 1 1 0 0 0 0 1 1 1 1 1 0 1 1 0 1 1
1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 1 0
1 0 1 1 0 1 1 0 1 0 0 1 1 0 1 1 1 1
1 1 0 1 1 0 1 1 0 0 1 0 1 1 0 1 0 1
1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 0

Here f is an arbitrary boolean function of w − 1 boolean variables. The simple control gates
form a group, isomorphic to S2w−1

2 , with order 22w−1
. An upside-down simple control gate

obeys

P1 = f (A2, A3, . . . , Aw) ⊕ A1

P2 = A2

P3 = A3

· · · = · · ·
Pw−1 = Aw−1

Pw = Aw.

Figure 3(a) displays the symbol of this controlled inverter. If, in particular, the control function
f is a compact Maitra term [7], then we call such gate a Maitra-controlled NOT gate or
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(a) (b) (c)

Figure 3. Symbols for upside-down controlled gates: (a) controlled NOT, (b) controlled SWAP and
(c) controlled INVERTED SWAP.

Figure 4. Synthesis of reversible circuit: (a) and (b) with one subgroup, (c) and (d) with two
conjugate subgroups.

Maitra-controlled inverter. In our example (table 3(b)), the inversion of bit F1 is controlled by
the Maitra term f (F2, F3) = F2 + F3.

Now we apply the above procedure to four small circuits of width w − 1: to the upper
half of table 3(a), to the lower half of table 3(a), to the upper half of table 3(c), and to the
lower half of table 3(c). And so on: we have to apply the procedure to ever more circuits
of ever smaller width, until all blocks are of unitary width. Each recursive step gives rise to
one or more simple control gates. The result is shown in figure 4(a). Such a diagram can
immediately be implemented into hardware [8]. Alternatively, it can be translated into a more
conventional schematic; see figure 4(b). The latter can subsequently be simplified, e.g., with
the template technique [10].

Each simple control gate is a representative of a double coset. If we are lucky, some of
these representatives are equal to the identity gate i. Hardware implementation of this gate is
trivial and gratis. It is just a bus of w wires. However, the probability, that gate i will show up
many times during the synthesis procedure, is small, because its double coset is small. Indeed,
the double coset HiH of i is the smallest of all. It has the minimal size h:

y = h

Here, y denotes the size of HiH. We note that the double coset HiH is a group: it equals
H. Indeed, if b1 and b2 both are elements of H, then b1ib2 = b1b2 is also a member of H;
conversely if b is an element of H, then there exists a product b1ib2 (with both b1 and b2

belonging to H ) equal to b, because it suffices to choose e.g. b1 = b and b2 = i. All the other
double cosets are not a group. Suffice it to note that they contain no identity element.
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It is a pity that the double coset of i is the smallest among all double cosets. Indeed, it
means that only a small subset of elements of G can be written as b1b2 (i.e. a decomposition
into two factors). All other elements a of G have to be written as b1rb2 (i.e. a decomposition
into three factors), where r is a representative of the double coset HaH. Therefore, in the
following section, we present a new synthesis method, where the double coset of the identity
is much larger. This should lead automatically to more compact decompositions and thus to
cheaper synthesis.

2. The synthesis method

We now define two subgroups of G. We first consider all reversible logic circuits which satisfy
P1 = A1. We again denote this subgroup by G1. We subsequently consider all reversible
logic circuits which satisfy P2 = A2. We denote this subgroup by G2. Both subgroups are
isomorphic to S2w−1 × S2w−1 . The two subgroups are conjugate. This means that any member
b2 of G2 can be written as eb1e

−1, where b1 is an appropriate member of G1 and where e is a
particular member of G. The reader will easily verify that here e = e−1 is a special exchanger
e12, i.e. the gate:

P1 = A2

P2 = A1

P3 = A3

· · · · · ·
Pw = Aw.

Now, we again take advantage of the powerful tool of double cosets, but now based on
two different subgroups. Let H1 and H2 be two subgroups of a group G and a is a particular
element of G; then the set of products b1ab2 is called the double coset of a and is denoted
by H1aH2. Here, we allow b1 to equal subsequently all members of H1 and b2 to equal
subsequently all members of H2. The double cosets partition the supergroup G. Indeed, each
element of G belongs to one and only one double coset. The different double cosets of G are
not of equal size. In general, we can only set a lower and an upper bound to the size. If there
exists an element a of G, such that all products b1ab2 are different, then the size of its double
coset is maximal and equal to h1h2, where h1 is the order of H1 and h2 is the order of H2.
Appendix A calculates the size of the double coset H1iH2 of the identity gate i. Let h12 be the
order of the subgroup formed by the intersection H12 of H1 and H2; see figure 5. If y denotes
the size of the double coset H1iH2 of i, then we have

y = h1h2

h12
.

The smaller is h12, the larger is the double coset H1iH2. The synthesis method, described in
[7, 8] and illustrated in section 1, is however based on two identical subgroups H1 and H2 (i.e.
H1 = H2 = G1), such that h1 = h2 = h12 (say h), and y is only equal to h:

y = [(2w−1)!]2.

In the present section, we choose two different subgroups H1 and H2, i.e. H1 = G1 and
H2 = G2. We still have h1 = h2 = (2w−1!)2, but now the size of the overlap H12 is small.
The subgroup H12 consists of all reversible circuits simultaneously satisfying P1 = A1 and
P2 = A2. It is isomorphic to S2w−2 × S2w−2 × S2w−2 × S2w−2 and has order h12 = (2w−2!)4.
Table 4 gives the values of the order g of the group G, the order h of the two subgroups, the
order h12 of the overlap, and the resulting size y of the double coset G1iG2 of i, as a function
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Figure 5. A group and two of its subgroups.

Table 4. The reversible logic circuits: the order g of the whole group, the order h1 = h2 = h of
the two subgroups, the order h12 of the intersection of the two subgroups, and the size y of the
double coset of the identity element.

w g = 2w! h = (2w−1!)2 h12 = (2w−2!)4 y = [(2w−1)!/(2w−2)!]4

2 24 4 1 16
3 40 320 576 16 20 736
4 20 922 789 888 000 1625 702 400 331 776 7965 941 760 000

of the width w of the circuits. We see that y is indeed much larger than h, such that the new
method will be more powerful:

y =
[
(2w−1)!

(2w−2)!

]4

.

The fact that y is no divisor of g illustrates that (in contrast to G1iG1 and G2iG2) G1iG2 is
not a subgroup of G.

The number of double cosets in which G is partitioned by its subgroups G1 and G2 is
2w−1 + 1, i.e. the same number as in section 1. This is no surprise; see appendix B. We again
label these equivalence classes with the numbers 0, 1, 2, . . . , 2w−1. How can we now find
out to which of these double cosets a particular circuit a of G belongs? By extrapolation of
appendix C, we find the following ‘classifying functional’:

1
2 weight(A1 ⊕ P2).

Note that, according to this numbering, the double coset G1iG2 has label 2w−2. The circuit of
table 1(a) belongs to double coset number 1.

We illustrate the new synthesis method for the example circuit (table 1(a)). We add two
extra columns to table 1(a), resulting in table 5. The extra columns F and J are filled in, in
six steps:

• first, we fill in F1 = A1 and J2 = P2;
• then, we fill in the upper half-column F2 with the balance of the upper half-column J2;
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Table 5. Expanded truth table.

A1A2A3 F1F2F3 J1J2J3 P1P2P3

0 0 0 0 1 0 0 1 0 1 1 1
0 0 1 0 0 0 0 0 0 1 0 1
0 1 0 0 0 1 0 0 1 1 0 0
0 1 1 0 1 1 1 0 1 0 0 0
1 0 0 1 1 0 1 1 0 1 1 0
1 0 1 1 1 1 1 1 1 0 1 0
1 1 0 1 0 0 1 0 0 0 0 1
1 1 1 1 0 1 0 1 1 0 1 1

• then, we fill in the lower half-column F2 with the balance of the lower half-column J2;
• then, we fill in column J1 with the value of F1 ⊕ F2 ⊕ J2;
• then, we fill in the remaining upper-half columns:

– first, on the rows where F1 ⊕ F2 equals the majority of the upper half of J2, we give
(F3, F4, . . . , Fw) = (J3, J4, . . . , Jw) the values in the lexicographic ordering, i.e.
(0, 0, . . . , 0), . . . , (1, 1, . . . , 1);

– then, on the rows where F1 ⊕ F2 equals the minority of the upper half of J2:
∗ where F2 equals J2, we give (F3, F4, . . . , Fw) = (J3, J4, . . . , Jw) the first values

in the lexicographic ordering, i.e. (0, 0, . . . , 0) etc;
∗ where F2 equals J2, we give (F3, F4, . . . , Fw) = (J3, J4, . . . , Jw) the last values

in the lexicographic ordering, ending with (1, 1, . . . , 1);

• then, we fill in the remaining lower-half columns, analogously as its upper-halves.

Here, ‘majority’, ‘minority’ and ‘balance’ have the following meaning. Assume an arbitrary
string of 2n binary numbers (N1, N2, . . . , N2n). If the string contains more zeros than ones,
then its majority equals 0, else it equals 1. The minority is the inverse of the majority. Now
we construct a new string (M1,M2, . . . ,M2n) by choosing

• M1 = N1,M2 = N2, . . . ,Mi = Ni , where i is the smallest number such that
(M1,M2, . . . ,Mi) contains either exactly n zeros or exactly n ones;

• Mi+1 = Mi+2 = · · · = M2n equal to the minority of (N1, N2, . . . , N2n).

The result is a balanced string (M1,M2, . . . ,M2n), i.e. a string with n zeros and n ones.
Note that the first step of the procedure is displayed in bold face in table 5, whereas the

second, third and fourth steps are underlined and the first substep of the fifth step is emphasized
in italic.

The above procedure yields a decomposition of the logic circuit into three logic circuits,
given in table 6; see also figure 2(b). We see that, automatically, table 6(b) is a controlled gate
with two controlled wires (as it fixes all but the first and the second columns). The fourth step
in the algorithm guarantees that

F1 ⊕ F2 ⊕ J1 ⊕ J2 = 0.

The end note of appendix C then guarantees that the controlled gate is

• either a follower;
• or a controlled exchange of two wires;
• or a controlled exchange-plus-inversion of two wires;
• or a controlled inversion of two wires.
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Figure 6. Statistics of switch cost when synthesizing all reversible circuits of w = 3: (a) with
the method of section 1, (b) with the method of section 2 and (c) with the ‘practical’ method of
appendix E.

Table 6. Decomposed truth table.

(a) (b) (c)

A1A2A3 F1F2F3 F1F2F3 J1J2J3 J1J2J3 P1P2P3

0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1
0 0 1 0 0 0 0 0 1 0 0 1 0 0 1 1 0 0
0 1 0 0 0 1 0 1 0 0 1 0 0 1 0 1 1 1
0 1 1 0 1 1 0 1 1 1 0 1 0 1 1 0 1 1
1 0 0 1 1 0 1 0 0 1 0 0 1 0 0 0 0 1
1 0 1 1 1 1 1 0 1 0 1 1 1 0 1 0 0 0
1 1 0 1 0 0 1 1 0 1 1 0 1 1 0 1 1 0
1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 0 1 0

However, the last possibility is excluded by steps 2 and 3 of the algorithm. Figures 3(b) and
(c) show the symbol for the controlled exchange and the controlled exchange-plus-inversion,
respectively. In our example, we obtain a Maitra-controlled SWAP gate, i.e. a Maitra-controlled
exchanger, bits F1 and F2 being exchanged iff F3 = 1. The control function thus is the Maitra
term f (F3) = F3. Table 6(a) is a member of G1 (as the synthesis algorithm’s first step
guarantees that it fixes the first column); table 6(c) is a member of G2 (as the algorithm’s first
step guarantees that it fixes the second column).

Recursive application of the procedure yields the synthesis method. For the example
circuit of table 1(a) this leads to the result shown in figure 4(c). Translated to a more
conventional schematic, this gives figure 4(d). The latter can again easily be simplified [11].

In table 4, we see that indeed y � h. Even more: y is of the order of magnitude of g.
It turns out that now the double coset of the identity is the largest (instead of the smallest) of
all double cosets in which the group G is partitioned. The fact that the double coset of i has a
maximum size is not completely a surprise; see appendix D. The property promises attractive
possibilities for synthesis.

Figure 6(b) shows a statistical distribution for all 40 320 reversible circuits of width w

equal 3. The abscissa is the number s of switches needed in the electronic implementation.
This number varies from 48 to 56 with an average of 51.7. For comparison, figure 6(a)
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shows similar results for the synthesis method of section 1: switch costs from 48 to 72,
with an average of 63.6. For w = 4, the synthesis method of the present section (i.e. the
two-conjugate-subgroups method) yields a distribution between s = 216 and s = 264 with an
average at s ≈ 240, whereas the method of section 1 (i.e. the two-equal-subgroups method)
yields a distribution ranging between s = 216 and s = 324 with an average at s ≈ 290. We
stress here that these numerical results are obtained without application of any post-synthesis
circuit simplifications, such as template matching or fusion of equal subcircuits.

Together, the two synthesis methods, the former from section 1 and the latter from the
present section, lay at the basis of an even more powerful method, described in appendix E.

3. Homogeneous linear reversible circuits

An important subgroup of the group of reversible logic circuits is formed by the linear reversible
circuits [12, 13]. A reversible circuit is linear if-and-only-if each of its outputs P1, P2, . . . , Pw

is a linear function of the inputs A1, A2, . . . , Aw. A function P(A1, A2, . . . , Aw) is linear if
its Reed–Muller expansion contains no terms (called piterms) with two-or-more literals. For
example, table 1(a) is not linear because it expresses the following functions:

P1 = 1 ⊕ A1A2 ⊕ A1A3 ⊕ A2A3

P2 = 1 ⊕ A1 ⊕ A2 ⊕ A1A2 ⊕ A1A3

P3 = 1 ⊕ A2 ⊕ A3 ⊕ A1A2 ⊕ A2A3.

It suffices to remark that P1(A1, A2, A3) is nonlinear, e.g. because of the presence of the term
A1A2. In contrast, table 1(b) is linear, as all outputs are linear functions of the inputs:

P1 = 1 ⊕ A2 ⊕ A3 P2 = A1 P3 = A1 ⊕ A2.

A subgroup of the group of linear reversible circuits is the group of homogeneous linear
reversible circuits. A linear reversible circuit is called homogeneous if-and-only-if each of
its outputs is a homogeneous function of the inputs. A linear function P(A1, A2, . . . , Aw)

is called homogeneous if-and-only-if all the piterms of its Reed–Muller expansion contain
exactly one literal. For example, table 1(b) is not homogeneous because of term 1 in the
expansion of P1. In contrast, table 1(c) is homogeneous:

P1 = A2 ⊕ A3 P2 = A1 P3 = A1 ⊕ A2.

The expression can be written in matrix notation:


P1

P2

· · ·
Pw


 = M




A1

A2

· · ·
Aw


 .

The square matrix M has a dimension w×w and has a determinant equal to 1. In our example,
we have

M =

0 1 1

1 0 0
1 1 0


 .

The group of homogeneous linear reversible circuits is isomorphic with the general linear
group GL(w, 2) of order 2(w−1)w/2w!2, where w!2 is the bifactorial of w, the q-factorial being
a generalization of the ordinary factorial w! = w!1:

w!q = 1(1 + q)(1 + q + q2) · · · (1 + q + · · · + qw−1).

We now define two subgroups:
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Table 7. The homogeneous linear reversible logic circuits: the order g of the whole group, the
order h1 = h2 = h of the two subgroups, the order h12 of the intersection of the two subgroups,
and the size y of the double coset of the identity element.

g h h12 y = 2(w2−w+2)/2.

w = 2(w−1)w/2w!2 = 2(w−1)w/2(w − 1)!2 = 2(w−2)(w+1)/2(w − 2)!2 (2w−2 − 1).(w − 2)!2

2 6 2 1 4
3 168 24 4 144
4 20 160 1344 96 18 816
5 9999 360 322 560 10 752 9676 800
6 20 158 709 760 319 979 520 5160 960 19 838 730 240

Table 8. The homogeneous linear reversible logic circuits: the order g of the whole group, the
order h1 = h2 = h of the two subgroups, the order h12 of the intersection of the two subgroups,
and the size y of the double coset of the identity element.

w g = 2(w−1)w/2w!2 h = 2(w−1)w/2 h12 = 1 y = 2(w−1)w

2 6 2 1 4
3 168 8 1 64
4 20 160 64 1 4096
5 9999 360 1024 1 1048 576
6 20 158 709 760 32 768 1 1073 741 824

• all homogeneous linear reversible circuits satisfying P1 = A1 and

• all homogeneous linear reversible circuits satisfying P2 = A2.

Both are isomorphic to the indirect product GL(w − 1, 2):Sw−1
2 of order 2(w−1)w/2(w − 1)!2.

In table 7, we again see how y � h. Now, we have only two double cosets: a smaller
one with size h and a larger one with size y = g − h. Thus, again H1iH2 is ‘the largest of all
double cosets’. This means that ‘a lot’ of homogeneous linear reversible circuits are simply a
cascade of one fixing the first bit and another one fixing the second bit. Only ‘a few’ need a
third circuit in the middle: a SWAP gate; see figure 2(c).

4. The LU decomposition

The decomposition presented in the previous section, is similar to the well-known LU matrix
decomposition: M = LU with L a lower triangular matrix and U an upper triangular matrix.
This is no surprise: the (w × w) matrices of type L form a subgroup of the (w × w) matrices
M. Its order is 2(w−1)w/2. The U matrices form a second subgroup, conjugate to the one of the
L matrices. Indeed, any U can be written as the product ELE −1, where L is the transpose of
U and where E = E−1 is the ‘miror matrix’, i.e. the matrix with all elements equals 0, except
for those on the second diagonal. In fact, the L and the U subgroups are two of the w!2 Sylow
2-subgroups of the general linear group. The intersection of the subgroups L and U consists
of the trivial subgroup with a single element, i.e. the identity matrix I. Because h12 = 1, we
have y = h1h2 = h2.

Table 8 shows that the double coset LiU of matrix I is large: y = h2 � h. That is exactly
the reason why a large number of matrices can in fact be LU decomposed. After all, it is
because h � g, that people neither apply LL decomposition nor UU decomposition. Not only
the double coset LiU is large, it also is the largest among all w! double cosets.



5026 A De Vos et al

The matrices M which do not belong to the double coset of the identity matrix cannot be
LU decomposed. They can be written as LRU, where R is a representative of the double coset
to which M belongs. These matrices R play a similar role as the pivot matrices in the theory
of LU decomposition. The example matrix in section 3 is one that cannot be LU decomposed.
The following decompositions exists

0 1 1
1 0 0
1 1 0


 =


1 0 0

0 1 0
1 1 1





0 1 0

1 0 0
0 0 1





1 0 0

0 1 1
0 0 1


 ,

but 
0 1 1

1 0 0
1 1 0


 =


1 0 0

1 1 0
0 1 1





0 1 0

1 0 0
0 0 1





1 1 1

0 1 1
0 0 1




works equally well.
Now the question arises what is the equivalent of the LU decomposition of homogeneous

linear reversible circuits in the group of arbitrary reversible circuits? The generalization of the
group L is formed by the group C of the so-called control gates [14, 15]. Control gates are
reversible circuits which satisfy the following relationship between outputs and inputs:

P1 = f1(.) ⊕ A1

P2 = f2(A1) ⊕ A2

P3 = f3(A1, A2) ⊕ A3

· · · = · · ·
Pw = fw(A1, A2, . . . , Aw−1) ⊕ Aw.

Here fi is an arbitrary boolean function of i − 1 boolean variables. The group is isomorphic
to S2w−1

2 , has order 22w−1, and is a Sylow 2-subgroup of the group of all reversible circuits
of width w. The generalization of the group U is the conjugate group eCe−1, which we will
denote by D. Here e = e−1 denotes a special exchanger: the mirror gate

P1 = Aw

P2 = Aw−1

P3 = Aw−2

· · · · · ·
Pw = A1.

Note how bit line w here plays a role similar to the role played by the second bitline in
section 2. Thus the elements of D obey

P1 = f1(A2, A3, . . . , Aw) ⊕ A1

P2 = f2(A3, . . . , Aw) ⊕ A2

· · · = · · ·
Pw−1 = fw−1(Aw) ⊕ Aw−1

Pw = fw(.) ⊕ Aw.

Figure 2(d) shows the decomposition of an arbitrary circuit of G into the cascade b1ab2, with
b1 a member of C and b2 a member of D.

The intersection H12 of the two subgroups is the subgroup of inverters, isomorphic to Sw
2 ,

of order 2w. Table 9 shows that once again the double coset size y is much larger than the
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Table 9. The reversible logic circuits: the order g of the whole group, the order h1 = h2 = h of
the two subgroups, the order h12 of the intersection of the two subgroups, and the size y of the
double coset of the identity element.

w g = 2w! h = 22w−1 h12 = 2w y = 22w+1−w−2

2 24 8 4 16
3 40 320 128 8 2048
4 20 922 789 888 000 32 768 16 67 108 864

subgroup order h. Unfortunately, the size y of the double coset of the identity gate is small
compared to g, the order of the whole group. That is why C and D do not form a good choice
for partitioning the supergroup G. Comparison of the y values of table 9 with the y values of
table 4 leads to the conclusion that the groups G1 and G2 in section 2 are much more powerful.
Sections 3 and 4 are presented only for illustrating the relationship between our decomposition
of reversible circuits (section 2) and the LU decomposition of matrices.

5. Conclusion

We have presented a method of synthesizing an arbitrary reversible logic circuit, based on
double cosets. In order to make the synthesis ‘cheap’, we have taken care that the double coset
of the identity gate is large. For that purpose, we choose two different subgroups instead of two
identical ones. More precisely, we choose two conjugate subgroups. As a result, the hardware
cost of the implementation (both for average circuits and worst-case circuits) is reduced by
about a factor of 2. It is remarkable that the procedure is a far nephew of the well-known
LU decomposition of square matrices. The synthesis procedure leads to the introduction of
a powerful tool: the distance matrix D. Its elements Dij express how strongly the j th binary
output differs from the ith binary input of the reversible circuit.
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Appendix A. The size of a double coset

In order to calculate the size of the double coset H1aH2 of an arbitrary circuit a of the group
G, we have to consider an arbitrary cascade b1ab2, where b1 is a member of the subgroup
H1 and b2 is a member of the subgroup H2. If H12 is the intersection of H1 and H2, then
also H12 is a group; see figure 5. We denote by h1, h2 and h12 the orders of H1, H2 and H12,
respectively. Further we denote by j12 the size of the intersection H1a ∩ aH2 of the left coset
H1a and the right coset aH2.

As there are h1 choices for b1 and h2 choices for b2, we have h1h2 products b1ab2.
However, we have to be aware of ‘double counting’. Another product, say b′

1ab′
2, might have

the same value as b1ab2. If indeed

b′
1ab′

2 = b1ab2,

then (after multiplying to the left-hand side by b−1
1 and to the right-hand side with b′−1

2 ) we
necessarily have

b−1
1 b′

1a = ab2b
′−1
2 .
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As the lhs is an element of the left coset H1a and the rhs is an element of the right coset aH2,
both sides represent a same element of H1a ∩ aH2, say a12. Therefore, we have:

b′
1 = b1a12a

−1 b′
2 = a−1

12 ab2.

Conversely, if we take an arbitrary element a12 from H1a ∩ aH2, then,

• because a12 ∈ H1a, automatically we have a12a
−1 ∈ H1 and thus b′

1 ∈ H1;
• analogously, automatically we have b′

2 ∈ H2; and
• b′

1ab′
2 = b1ab2.

As there are j12 choices for the element a12, there are j12 products b′
1ab′

2 with the same
outcome (i.e. outcome b1ab2). Thus among the h1h2 products b1ab2 there are only

y = h1h2

j12

products with a distinct value.
As h1 is not only the order of subgroup H1 but also the size of the left coset H1a, as

h2 is not only the order of subgroup H2 but also the size of the right coset aH2, we have
1 � j12 � min(h1, h2), and thus max(h1, h2) � y � h1h2.

We close this appendix with a few notes:

Note A1. In the special case where H1 and H2 are conjugate, we have h1 = h2 (say h) and
therefore

y = h2

j12

and h � y � h2, where the case y = h is valid iff H1 = H2 = H12 (i.e. for two equal
subgroups), and the case y = h2 is valid iff H12 is the trivial group consisting of the identity
gate i alone.

Note A2. In the special case where a equals the identity gate i, we obtain

y = h1h2

h12
.

Note A3. In the above, the number j12 is the size of the intersection of two cosets. However,
it can also be interpreted as the order of a group. Indeed, the intersection H1a ∩ aH2 has
the same size as the intersection H1 ∩ aH2a

−1, as well as the same size as the intersection
a−1H1a∩H2. Because H1, H2, a

−1H1a and aH2a
−1 all are subgroups of G, also H1 ∩aH2a

−1

and a−1H1a ∩ H2 are subgroups of G.

Appendix B. Conjugate subgroups

Let G be an arbitrary group and H1 an arbitrary subgroup. Let H2 be a subgroup of G,
conjugate to H1:

H2 = eH1e
−1,

for some e ∈ G. Let a be an arbitrary member of G and b an arbitrary element of its double
coset H1aH1. Thus we have

b = hah′,
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Figure 7. Double coset spaces generated by the group G and its two conjugate subgroups G1 and
G2. Note: i is the identity gate (P1 = A1, P2 = A2), e is the exchanger gate (P1 = A2, P2 = A1),
and i1 is the inverter (P1 = A1, P2 = A2).

where both h and h′ are appropriate members of H1. From this equality follow three new
equalities:

be−1 = h(ae−1)(eh′e−1)

eb = (ehe−1)(ea)h′

ebe−1 = (ehe−1)(eae−1)(eh′e−1).

This shows that

• be−1 belongs to the double coset H1(ae−1)H2 of ae−1,
• eb belongs to the double coset H2(ea)H1 of ea, and
• ebe−1 belongs to the double coset H2(eae−1)H2 of eae−1.

Conversely, we can demonstrate that

• if c belongs to H1(ae−1)H2, then ce belongs to H1aH1;
• if c belongs to H2(ea)H1, then e−1c belongs to H1aH1; and
• if c belongs to H2(eae−1)H2, then e−1ce belongs to H1aH1.

This demonstrates that the four double cosets H1aH1, H1(ae−1)H2, H2(ea)H1 and
H2(eae−1)H2 have an equal size.

Therefore, the four double coset spaces G1\G/G1, G1\G/G2, G2\G/G1 and G2\G/G2

consist of an equal number of distinct double cosets, with an equal size distribution.
Figure 7 shows the example where G is the group of all reversible circuits of width 2
(isomorphic to S4 of order 24). The subgroup H1 is the subgroup G1 of all circuits that satisfy
P1 = A1 (isomorphic to S2

2 of order 4). The gate e is the exchanger (P1 = A2, P2 = A1), such
that H2 is the subgroup G2 of circuits satisfying P2 = A2. We see that all four double coset
spaces consist of three double cosets, two of size 4 and one of size 16.

Appendix C. The case w = 2

Let us consider all 4! = 24 reversible circuits with two inputs (A1 and A2) and two outputs
(P1 and P2). They fall apart into three classes, which we label 0, 1 and 2, respectively.
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(a)

(b)

(c)

Figure 8. Arbitrary reversible logic circuit of width 2. (a) class 0, (b) class 2 and (c) class 1.

Table 10. Truth table of reversible circuits of width 2 and (a) class 0 or (b) class 2.

A1A2 P1P2 A1A2 P1P2 A1A2 P1P2 A1A2 P1P2

(a)
0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0
0 1 1 0 0 1 0 0 0 1 1 0 0 1 0 0
1 0 0 1 1 0 0 1 1 0 1 1 1 0 1 1
1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1

(b)

0 0 1 1 0 0 0 1 0 0 1 1 0 0 0 1
0 1 0 1 0 1 1 1 0 1 0 1 0 1 1 1
1 0 1 0 1 0 1 0 1 0 0 0 1 0 0 0
1 1 0 0 1 1 0 0 1 1 1 0 1 1 1 0

• Class 0 consists of the four truth tables of table 10(a). They form the double coset of the
exchanger: figure 8(a).

• Class 2 consists of the four truth tables of table 10(b). They form the double coset of the
‘inverted exchanger’: figure 8(b).

• Class 1 consists of the remaining 16 reversible truth tables. They form the double coset
of the follower: figure 8(c).

In order to distinguish the three classes, we note the following ‘classifying functional’:

W = 1
2 [weight(upper half column P2) + weight(lower half column P2)]

equaling 0 for class 0, 1 for class 1, and 2 for class 2. Equally well, W can be written as

W = 1
2 [weight(A1P2) + weight(A1P2)]

= 1
2 weight(A1 ⊕ P2),

where now whole columns are taken into account.
Incidentally, we note a useful property. If we calculate the function

A1 ⊕ A2 ⊕ P1(A1, A2) ⊕ P2(A1, A2),

then we find the zero-function only in four of the twenty-four cases:

• a gate from class 1: the follower (P1 = A1, P2 = A2),
• one gate of class 0: the exchanger (P1 = A2, P2 = A1),
• one gate of class 2: the ‘inverted exchanger’ (P1 = A2, P2 = A1), and
• a second gate from class 1: the inverter (P1 = A1, P2 = A2).
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Appendix D. The largest double coset

We consider the set S of all reversible circuits of width w, where output P1 is a linear boolean
function of the w inputs A1, A2, . . . , Aw:

P1 = ε0 ⊕ ε1A1 ⊕ ε2A2 ⊕ · · · ⊕ εwAw,

where εi ∈ {0, 1} for all 0 � i � w. There are 2w+1[(2w−1)!]2 such logic circuits. However,
they do not form a group.

By simply calculating the distance 1
2 weight(A1 ⊕ P1), we find that the elements of S

occupy only three of the 2w−1 + 1 double cosets out of the double coset space G1\G/G1:

• S contains all [(2w−1)!]2 members of the 0th double coset, i.e. those reversible circuits
that obey P1 = A1.

• S contains all [(2w−1)!]2 members of the double coset with label 2w−1, i.e. those reversible
circuits that obey P1 = 1 ⊕ A1 = A1.

• All other elements of S (i.e. a large majority of S) are members of the double coset
numbered 2w−2, i.e. the largest double coset.

In particular, the exchanger e12, which exchanges first and second bits, is an element of
S, because of P1 = A2. It belongs to the maximum-size double coset.

The two subgroups G1 and G2 are conjugate: G2 = e12G1e
−1
12 . Therefore, according

to appendix B, the size of G1aG1 equals the size of G1
(
ae−1

12

)
G2. Choosing a = e12, we

conclude that the size of G1iG2 equals the size of G1e12G1. Above, we have seen that the
latter equals the largest coset of G1\G/G1. Thus the double coset G1iG2 is the largest of all
double cosets of G1\G/G2.

Appendix E. Practical synthesis method

If we have to synthesize a particular reversible circuit a, with the given truth table of width
w, we first investigate whether or not it belongs to some GniGn, where Gn is the subgroup
satisfying Pn = An. In that case we have the structure of figure 9(a). This is very interesting,
as it can be replaced by figure 9(b). Indeed GniGn equals Gn. Such circuits we call here
type 1. Their number we denote by N1.

If the circuit belongs to none of the w double cosets GniGn, we investigate whether or
not it belongs to some Gne12Gm, where e12 is the exchanger of first and second bits. In that
case we have the structure of figure 9(c). This is equally interesting, as it can be replaced by
figure 9(d). Such circuits we call here type 2. They obey a Pm = An rule (with either m = n

or m 	= n). Their number we denote by N2. By M2 we denote the number of circuits which
are of type 2 without being of type 1.

If a circuit is neither of type 1 nor of type 2, it is still possible that there is some index
n, such that Pn = An. In other words: that it belongs to the double coset Gni1Gn of i1, the
inverter of the first bit (P1 = A1, P2 = A2, P3 = A3, . . . , Pw = Aw). In that case we have
the structure of figure 9(e). Also this is advantageous, as it can be replaced by figure 9(f ).
Such circuits we call type 3. We denote their number by N3. By M3 we denote the number of
circuits of type 3, which are neither of type 1, nor of type 2.

If a circuit does not belong to types 1–3, we investigate whether it is of type Gne12i1i2Gm.
In that case we have the structure of figure 9(g). It can be replaced by figure 9(h). It obeys a
Pm = An rule. Gates of this kind we call type 4. There are N4 circuits of this type; there are
M4 circuits which belong to type 4, without belonging to types 1–3.
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(a)

(b)

(c)

(d )

(e)

(f )

(g)

(h)

(i )

( j )

(k)

(l )

Figure 9. Arbitrary reversible logic circuit: (a) type 1, (b) type 1 simplified, (c) type 2, (d) type 2
simplified, (e) type 3, (f ) type 3 simplified, (g) type 4 (h) type 4 simplified, (i) type 5, (j) type 6,
(k) type 7 and (l) type 8.

If a circuit belongs to none of types 1–4, it is worth while to look whether it is of type 5:
figure 9(i). It is then a member of the large double coset GniGm. We denote by N5 the number
of circuits of type 5 and by M5 the number of these which belong to none of types 1–4.
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Table 11. Number of circuits of width w and type i: (a) total number Ni ; (b) number Mi being of
type i without being of any type j with j < i.

w N1 N2 N3 N4 N5

(a)
2 7 7 7 7 20
3 1681 4902 1681 4902 39 680

(b)
w M1 M2 M3 M4 M5 M6

2 7 7 5 5 0 0
3 1681 3221 1498 2864 30 416 640

Only the remaining M6 = (2w)!−M1 −M2 −M3 −M4 −M5 circuits need a full structure
of type GnrGm (figures 9(j)–(l)). Here, r is the representative of its double coset. Table 11
gives the numbers Ni and Mi , respectively.

In practice, we construct the distance matrix D:

Dnm = 1
2 weight(An ⊕ Pm).

For our 3 × 3 example circuit (table 1(a)), we obtain

D =

3 1 2

3 3 2
3 2 2


 .

If the diagonal of this matrix contains at least one zero, the circuit is of type 1. If the matrix
contains at least one off-diagonal zero, then the circuit is of type 2. If the diagonal of the
matrix contains at least one element of value 2w−1, the circuit is of type 3. If the off-diagonal
elements contain at least one entry equal to 2w−1, the circuit is of type 4. If at least one
off-diagonal element has value 2w−2, the circuit is of type 5.

If the distance matrix is of none of these five simple types, then the synthesis contains (in
the middle) either a controlled inverter (figure 9(j)), or a controlled exchanger (figure 9(k)),
or a controlled ‘inverted exchanger’ (figure 9(l)). In order to make such a controlled gate as
cheap as possible, we proceed as follows: we look subsequently for Dnm numbers equal to
2w−2, 2w−3, 2w−2 + 2w−3, 2w−4, etc. In our example, we have D13 = 2, such that the circuit
is of type 5 with, in the middle, an identity gate. In order to facilitate the search for control
functions with as few letters as possible, we calculate a new matrix M from the matrix elements
Dnm:

Mnm = w − 1 − tail(Dnm modulo 2w−1).

Here, the ‘tail’ of an integer is the number of zeros at the right end of its binary notation. Note
that tail(0) = 2w−2, whereas, for x > 0, the function tail(x) equals the exponent of 2 in the
prime factorization of x. In our example, we obtain

M =

2 2 1

2 2 1
2 1 1


 .

If a circuit is of type 6, we look for off-diagonal elements Mnm as small as possible. In our
example, this is e.g. M13 = 1, yielding a Maitra term with only one letter.
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(a)

(b)

Figure 10. The group of reversible circuits of width 3 and the set of circuits belonging to
(a) type 1 and (b) type 5.

When the first iteration (with width w) is finished, we start all over again, by applying
the same procedure (for width (w − 1)) to either two (figures 9(b), (d), (f ) or (h)) or four
(figures 9(i)–(l)) subcircuits, and so on, until all subcircuits are of unitary width.

Figure 6(c) gives the switch cost in the case we apply the ‘practical’ algorithm to all
reversible circuits with w = 3. We see that the ‘practical’ synthesis method leads to a
distribution ranging from s = 16 to only s = 40 with an average as small as s ≈ 28.4. For
w = 4, the present method yields a cost distribution between s = 44 and s = 196, with a peak
at s = 152.

Figure 10(a) shows the w subgroups Gn in the case w = 3. These three conjugate
subgroups form what is called in set theory a flower. If a circuit belongs to this flower, it is
of type 1. Because of the generalized inclusion–exclusion principle, the number of circuits in
this flower is

N1 =
w∑

i=1

(−1)i−1Ci
w(2w−i!)2i

.

Analogously, we have

N2 =
w∑

i=1

(−1)i−1i!
(
Ci

w

)2
(2w−i!)2i

.

The w(w − 1) double cosets GmiGn also form a flower: figure 10(b). Not only does this
flower have more petals, it also has larger petals. This explains why N5 is so much larger
than N1.
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